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Internet-Wide Service Discovery: Problems

» 98% of the TCP SYN packets are overhead
» Abuse reports

» Threats of legal action

Impact on research results by:
» Load on intrusion detection systems
» |P Blacklisting
» Rate limiting by routers

The censys.io project transmits more than
72.2 billion IP packets per week.
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IP hitlists vs Announced addresses (BGP)

Announced addresses (BGP):
» high scan overhead

» results: stable over time

IP hitlists:
» low scan overhead
» results: unstable over time (dynamic IPs)

Can we do better?
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TASS: Topology Aware Scanning Strategy

Announced addresses (BGP)
Addresses: ~2.8 billion

BGP prefix hitlists (TASS)
Addresses: 0-2.8 billion

IP hitlists and samples
Addresses: 1-20 million
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Assumption for TASS

Hypothesis:

» Hosts with dynamic IP addresses do not often change
their announced BGP network prefix.
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TASS in Action

Steps:
1. Perfom a full IPv4 scan once

2. Get, sort and select prefixes by their host density until
desired host coverage ¢ has been reached

3. Scan only the selected prefixes for a given time period

Result: Reduce scan traffic by 35-90 % and
miss only 1-10 % service responses.
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Step 1: Perform a full IPv4 scan once

IPv4 scan data from Censys.io

1. HTTP(S), FTP, CWMP (CPE WAN Management
Protocol)

2. 7 different measurements from 09/2015 to 03/2016
3. 4.1 TB data

10/41



TASS in Action

Steps:
1. Perfom a full IPv4 scan once

2. Get, sort and select prefixes by their host density
until desired host coverage ¢ has been reached

3. Scan only the selected prefixes for a given time period

11/41
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Get and Sort prefixes (HTTPS)
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> host density = #hosts divided by #IPs contained by the prefix

> Prefixes sorted by their density
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» 100 % of the HTTPS host are distributed over
~ 410,000 prefixes.
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» Select all prefixes with density > 0

» Scanning 100 % of the HTTPS host results
in a IPv4 adress space coverage of 64,5 %.
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Select Prefixes (HTTPS)
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Host Coverage vs. IPv4 Space Coverage
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é FTP HTTP HTTPS CWMP
$ ol 0574 0.648 0.645  0.332
& € 1099 0371 0440 0427 [0.113
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£Y 07 0023 0048 0052 0.037
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» Little tweaks on the host coverage have an important
impact on the needed address space coverage

» Host / address space coverage ratio depends on the

prototocol.
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Host Coverage vs. IPv4 Space Coverage

¢ FTP  HTTP HTTPS CWMP
o 1 0574 0648 0645 0.332
& T 099 0371 0440 0427 0113
@ 2 0095 0206 0279 0262  0.085
£Y 07 0023 0048 0052 0.037
< 05 0006 0017 0020 0.021

» We are able to scan every second host by scanning just

2% of the announced IPv4 address space!

» This results in a scan traffic reduction of 98 % compared

to a IPv4 full scan.
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TASS in Action

Steps:
1. Perfom a full IPv4 scan once

2. Get, sort and select prefixes by their host density until
desired host coverage ¢ has been reached

3. Scan only the selected prefixes for a given time
period
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TASS compared to a IPv4 full scan (¢ = 1)

Hitrate
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IP Hitlists compared to a IPv4 full scan
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» After six months, IP hitlists finds 30-565% less hosts
than a IPv4 full scan.
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Future Work

» Detailed distribution analysis of the scanned and
non-scanned hosts

» Better understanding of service stability per AS type

» Analysis of longer time periods and more protocols
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Conclusion

» TASS (BGP prefix hitlists) reduces scan traffic by
35-90 % and misses only 1-10 % service responses.

» 50 % of HTTP(S), FTP, CWMP hosts can be scanned
by probing 2% of the Internet.

» Scanning results of BGP prefix hitlists are quite stable
over time for at least 6 months.

» Services with a high portion of dynamic IPs particuarly
benefit from TASS in comparison to IPv4 hitlists
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The End

S EDON’T ALWAYS EAT COOKIES.

BEA (,(mn'-ﬁ‘ri* o1 crrizeé
SCAN LESS. DOESN’T HURT.
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Questions?

Towards Better Internet Citizenship:
Reducing the Footprint of Internet-wide Scans by
Topology Aware Prefix Selection

More details:

"Towards Better Internet Citizenship:
Reducing the Footprint of Internet-wide
Scans by Topology Aware Prefix
Selection”

f?

9 johannes.klick@fu-berlin.de
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Backup
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Problem: Overlapping Prefixes

CAIDA Routeviews Prefix-to-AS database
1. Prefixes are not complementary

2. Less specific prefixes (I-prefixes) contain more specific
prefixes (m-prefixes)

3. A single IP address can have multiple prefixes
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Problem: Overlapping Prefixes

Solution I:
1. Take only less specific prefixes
Solution II:

1. Decompose overlapping prefixes into more specific and
complementary prefixes

2. For more details: Have a look at the paper
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Deriving Prefixes Il
l-prefix /8

/12

/8

m-prefix

[-prefix /8

/12

/12

/11

/10

(a) Announced prefixes.

» The less specific [-prefix /8 contains the more specific

m-prefix /12.

» The /-prefix is then decomposed into the more specific

/9

one and the remaining smaller prefixes

(b) Resulting m-prefixes.
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Nescessary Condition |:

» Service responses per prefix size should be stable over
time
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Analysis Results:

» Hosts prefix size distribution is protocol specific

» Service responses per prefix size are stable
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Host Stability per Prefix Length and Service
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Host distribution over prefix lengths based on seven different

measurements from 09/2015 to 03/2016. Datasource: censys.io.
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TASS in Detail:

1. At time ty, perform a full scan and output all responsive
addresses. Let N be their number. Count the number of
responsive addresses ¢; in each responsive prefix i. The
sum of all ¢; is N.

2. Calculate the density p; = ¢;/232-Prefix length f 5]
responsive prefixes and their relative host coverage
¢; = ¢i/ N of responsive addresses.

3. Sort the prefixes in the descending order of density.
Relabel prefixes so that i < j < pi > p;.

4. Find the smallest k so that K ¢; > ¢.

5. Scan prefixes 1,.. ., k repeatedly until time ty + A;, then
start over at step 1.
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Results

Address Space Coverage

¢ ~ FTP HTTP HTTPS CWMP
1 0762 0.828 0.832 0477
z 099 0470 0548 0542 0.142
= 095 0273 0362 0.343  0.099
0.7 0.031 0.064 0.065  0.043
0.5 0.008 0021 0024  0.024
1 0574 0.648 0.645  0.332
S 099 0371 0440 0427  0.113
2095 0206 0279 0262  0.085
0.7 0023 0048 0.052  0.037
0.5 0.006 0.017 0.020  0.021

IPv4 address space coverage of the protocols using less and more specific

prefixes.
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Accuracy over Time: TASS (Host Coverage 95%)
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CWMP HTTP - CWMP = HTTP <
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Hitrate of a TASS scan compared to full IPv4 scans.
Datasource: 4.1 TB from censy.io.
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Address Space Coverage

¢  FTP HTTP HTTPS CWMP
100 0.762 0.828 [J0I832M 0.477
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05 0008 0021 0024 0.024
1 0574 0648 0645 0332
£ 099 0371 0440 0427  0.113
E 0095 0206 0279 0262  0.085
0.7 0023 0048 0052  0.037
05 0006 0017 0020 0.021
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» More-specific prefixes are up to 20 % more efficient than

less-specific prefixes
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Address Space Coverage
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¢ FTP  HTTP HTTPS CWMP
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» Little tweaks on the host coverage have an important

impact on the needed address space coverage
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Address Space Coverage
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TASS
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¢ FTP HTTP HTTPS CWMP
& 1 0762 0.828 0.832  0.477
g g [10997 0470 0548 0542
S — 095 0273 0362 0343  0.099
g 07 0.031 0.064 0.065 0.043
g 05 0.008 0.021 0.024  0.024
wn
2 1 0574 0.648 0.645  0.332
< 5 [099] 0371 0440 0427
< £ 095 0206 0279 0262  0.085
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» Special protocols can be very efficiently scanned with

TASS

» 99 % of all the CWMP hosts can be scanned with a
announced IPv4 space coverage of 11-14%
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¢  FTP HTTP HTTPS CWMP
1 0762 0828 0832 0477
w 099 0470 0548 0542  0.142
< 095 0273 0362 0343  0.099
0.7 0031 0064 0.065  0.043

Address Space Coverage

1 0.574 0.648 0.645 0.332
0.99 0.371 0.440 0.427 0.113
0.95 0.206 0.279 0.262 0.085
0.7 0.023 0.048 0.052 0.037
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¢ FTP HTTP HTTPS CWMP
& 1 0762 0828 0832 0477
5 g 099 0470 0548 0542  0.142
S < 095 0273 0362 0343  0.099
3 0.7 0.031 0064 0065 0.043
& 05 0008 0021 0024 0024
(0p)
2 1 0574 0648 0645  0.332
S £ 099 0371 0440 0427  0.113
£ E 095 0206 0279 0262  0.085

0.7 0.023 0.048 0.052 0.037

» A 50 % host coverage for one of the discussed
protocols results in a scan traffic reduction of 98 % !
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